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This study is related to the use of adaptive H-infinity filter (𝐴𝐻𝐼𝐹) for multi 

sensor data fusion (𝑀𝑆𝐷𝐹)  based tracking. AHIF can work efficiently in the 

presence of uncertainties using sliding window concept. In the present use 

of 𝐴𝐻𝐼𝐹, the length of window size is varied to eliminate/minimize the 

estimation errors and predict almost precise location of a target. Simulation 

experiments are conducted to evaluate performance of 𝐴𝐻𝐼𝐹  in comparison 

with Kalman and H-Infinity filters for mild and evasive maneuvering targets. 

𝐴𝐻𝐼𝐹 Performs better in terms location accuracy and position fit error. 
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1.  Introduction 

 

Target tracking is widely used in the military (Durišić, et al., 2012), civil domains, battlefields (Oracevic & 

Ozdemir, 2014), smart transportation (Tubaishat, et al., 2009), unmanned aircraft systems (Frew, et al., 2008), 

geophysics (Shen, et al., 2012) and aerospace applications (Eykhoff, 1972). In practical real time application to 

achieve highly efficient tracking, a robust and effective system design is required (Kashyap & Raol, 2008; Raol, 

2010) to adopt 𝑀𝑆𝐷𝐹 techniques. There are few problems which arise while developing target tracking systems for 

real-time practical applications such as sensor data communication errors, sensor measurement errors, developing & 

maintenance costs, large computational complexity and sensor incompatibility in adverse surroundings (Wang, et al., 

2017). 

It has been a practice to use adaptive filters for handling varying amount of noise in the data. In this paper we use 

the MSDF in the context of target tracking for which the AHI filter is used. The performance of non-adaptive 

𝐻𝐼𝐹 would be satisfactory in the case of linear devices; however, for non-linear problem, the use of adaptive filter 

would be highly beneficial. 
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Simulation study to evaluate performance of 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹 for maneuvering targets (mild and evasive) is 

presented. Performance of 𝐴𝐻𝐼𝐹 is compared with fuzzy KF (𝐹𝐾𝐹) and 𝐻𝐼𝐹 for non-maneuvering target tracking. 

Results are very encouraging. 

 

 

2.  Materials and Methods 

 

Adaptive H-Infinity Filter for 𝑀𝑆𝐷𝐹 based tracking 

 

An adaptive problem can be reshaped into space prediction problem of standard states by appropriately recasting 

to achieve adaptive filtering (Sayed & Kailath 1994). In this framework, we can use many standard sliding window 

patterns of different lengths as shown in Figure 1. Here, we can get a physical exposition of transformations with 

negative Gramian and corresponding information loss can be measured. 

 

𝑠𝑐𝑎𝑛 𝑖 {
(𝑥𝑖−1 𝑦𝑖−1)(𝑥𝑖−𝑙+1 𝑦𝑖−𝑙+1)(𝑥𝑖 𝑦𝑖)

|
                                                                        𝐿𝑒𝑛𝑔𝑡ℎ 𝑙𝑖=1                                                                             
↔                                                             |

 

𝑠𝑐𝑎𝑛 𝑖 + 1 {
(𝑥𝑖−1 𝑦𝑖−1)(𝑥𝑖−𝑙+1 𝑦𝑖−𝑙+1)(𝑥𝑖 𝑦𝑖)(𝑥𝑖+1 𝑦𝑖+1)

|
                                                                                           𝐿𝑒𝑛𝑔𝑡ℎ 𝑙𝑖+1=𝑙+1                                                                                                  
↔                                                                               |

 

𝑠𝑐𝑎𝑛  𝑖 + 2 {
(𝑥𝑖−𝑙+1 𝑦𝑖−𝑙+1)(𝑥𝑖 𝑦𝑖)(𝑥𝑖+1 𝑦𝑖+1)(𝑥𝑖+2 𝑦𝑖+2)

|
                                                                                              𝐿𝑒𝑛𝑔𝑡ℎ 𝑙𝑖+2=𝑙+1                                                                                                     
↔                                                                                 |

  

                                Figure 1 sliding window length with varying window length  

 

Here, sliding window length can be measured as 𝑙𝑖 ≥ 0. And (𝑥𝑖 𝑦𝑖) can be referred as data points. Figure 1 

represents a time variant sliding window length where we can have a window length 𝑙𝑖 = 𝑙 at scan 𝑖 at first instant. 

For following time instant, to alter the sliding window length as 𝑙𝑖+1 = 𝑙 + 1 we can add another data points as 
(𝑥𝑖+1 𝑦𝑖+1). Similarly, for next instant, to alter the sliding window length as 𝑙𝑖+2 = 𝑙 + 1 we can add another data 

points as (𝑥𝑖+2 𝑦𝑖+2). Some other standard patterns of sliding window can be considered. The new time index 

𝑘 can easily replace the old scan 𝑖. The time index 𝑘 posses some unique properties as time index 𝑘 is incremented in 

any condition either data points are added to the window or discarded from the window. If window length is 𝑙𝑖 at any 

scan 𝑖 then the new time index 𝑘 can be represented as 2𝑖 − 𝑙𝑖 + 1. This can be better explained as: 

 

1. The new time index 𝑘 incremented, each time a data point (𝑥𝑖, 𝑦𝑖) added at scan𝑖 and which can be defined as,  

𝑦̅𝑘 = 𝑦𝑖  , 𝑥̅𝑘 =  𝑥𝑖 , 𝑎𝑛𝑑 𝑅̅𝑘 = 1. (1) 

2.  The new time index 𝑘 can be incremented even if each time a data point (𝑥𝑖−𝑙𝑖 , 𝑦𝑖−𝑙𝑖) is removed at scan𝑖 and 

which can be defined as,  

𝑦̅𝑘 = 𝑦𝑖−𝑙𝑖  , 𝑥̅𝑘 = 𝑥𝑖−𝑙𝑖  , 𝑎𝑛𝑑 𝑅̅𝑘 = −1. (2) 

The similar method can be used to build a state space model which is partially equal to indefinite quadratic form 𝐽𝑘̅. 

Therefore, the state space models are defined as follows, 

𝑥(𝑘 +  1) =  𝐹𝑥(𝑘) + 𝐺𝑤(𝑘), (3) 

𝑦(𝑘) =  𝐻𝑥(𝑘) +  𝑣(𝑘), 
(4) 

 

Where 𝑥 represents a state vector,  𝐹 is a state transition matrix, 𝐺 is process noise gain-matrix, 𝑤 is used to 

represent white Gaussian process noise with zero mean and covariance matrix 𝑄. The sensor measurement vector 

is 𝑦 , 𝐻 is the sensor dynamic matrix and 𝑣 is used to represent white Gaussian measurement noise with zero mean 

and covariance matrix 𝑅 . The current state /scan number is 𝑘. From these equations we can conclude sliding window 

adaptive filtering a follows: 

 

a) The data points (𝑥𝑖 𝑦𝑖) at scan 𝑖 can be updated as,  
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𝑥̂𝑖(𝑘 + 1) = 𝐹𝑥̂𝑖(𝑘) + 𝐾𝑖(𝑦𝑖(𝑘 + 1) − 𝐻𝑖𝐹𝑥̂𝑖(𝑘)) (5) 

Where estimate 𝑥̂𝑖(𝑘 + 1) is stated to enclose all the data of sliding window from scan 𝑗 to scan 𝑖 and where, 

𝐾𝑖 = 𝑃𝑖(𝑘 + 1)𝐻𝑖
𝑡(𝐼 + 𝐻𝑖𝑃𝑖(𝑘 + 1)𝐻𝑖

𝑡)−1. (6) 

Where 𝑃𝑘 satisfies this adaptive filtering method as,  

𝑃𝑖(𝑘 + 1) = 𝐹𝑃𝑖(𝑘)𝐹
′ + 𝐺𝑄𝐺′ − 𝐹𝑃𝑖(𝑘)[𝐻𝑖

𝑡 𝐿𝑖
𝑡]𝑅𝑖

−1 [
𝐻𝑖
𝐿𝑖
] 𝑃𝑖(𝑘)𝐹

′, (7) 

 

Where for every sensor 𝑖 ∈ 𝑚 in 𝑀𝑆𝐷𝐹, where 𝑚 are the total number of sensors considered. Let 𝑥 represent a 

vector, its estimation is represented using 𝑥̂𝑖 with covariance given as 𝑃𝑖 = 𝑐𝑜𝑣(𝑥̃𝑖). Estimation error is represented 

using 𝑥̃𝑖 =  𝑥̂𝑖 − 𝑥. Two matrices 𝐿𝑖and 𝐻𝑖  are initialized and defined by unity matrix 𝐼. Covariance time propagation 

of 𝐻𝐼𝐹 for the 𝑖𝑡ℎsensor is defined as,  

𝑅𝑖 = [
𝐼 0
0 −𝛾2𝐼

] + [
𝐻𝑖
𝐿𝑖
] 𝑃𝑖(𝑘)[𝐻𝑖

𝑡 𝐿𝑖
𝑡]. 

(8) 

 

b) The data points (𝑥𝑖 𝑦𝑖) at scan 𝑖 can be down dated as {𝑥𝑖−𝑙𝑖 𝑦𝑖−𝑙𝑖} and can be expressed as,  

𝑥̂𝑖(𝑘 + 1) = 𝐹𝑥̂𝑖(𝑘) + 𝐾𝑖 (𝑦𝑖−𝑙𝑖(𝑘 + 1) − 𝐻𝑖−𝑙𝑖𝐹𝑥̂𝑖(𝑘)) (9) 

Where,  

𝐾𝑖 =  𝑃𝑖(𝑘 + 1)𝐻𝑖−𝑙𝑖
𝑡 (𝐼 + 𝐻𝑖𝑃𝑖(𝑘 + 1)𝐻𝑖

𝑡)−1. (10) 

Where 𝑃𝑘 satisfies this adaptive filtering method as,  

𝑃𝑖(𝑘 + 1) = 𝐹𝑃𝑖(𝑘)𝐹
′ + 𝐺𝑄𝐺′ − 𝐹𝑃𝑖(𝑘)[𝐻𝑖

𝑡 𝐿𝑖
𝑡]𝑅𝑖

−1 [
𝐻𝑖
𝐿𝑖
] 𝑃𝑖(𝑘)𝐹

′,    (11) 

Where,  

𝑅𝑖 = [
−𝐼 0
0 −𝛾2𝐼

] + [
𝐻𝑖−𝑙𝑖
𝐿𝑖−𝑙𝑖

] 𝑃𝑖(𝑘)[𝐻𝑖−𝑙𝑖
𝑡 𝐿𝑖−𝑙𝑖

𝑡 ]. (12) 

Where, 𝑃𝑖(𝑘 + 1) always remain as minimum and 𝑅𝑖 can be of two types and first is, when recursion type is 

updating,  

𝑅𝑖 = [
𝐼 0
0 −𝛾2𝐼

] + [
𝐻𝑖
𝐿𝑖
] 𝑃𝑖(𝑘)[𝐻𝑖

𝑡 𝐿𝑖
𝑡] > 0  (13) 

Second is when recursion type is down dating, 

𝑅𝑖 = [
−𝐼 0
0 −𝛾2𝐼

] + [
𝐻𝑖−𝑙𝑖
𝐿𝑖−𝑙𝑖

] 𝑃𝑖(𝑘)[𝐻𝑖−𝑙𝑖
𝑡 𝐿𝑖−𝑙𝑖

𝑡 ] < 0  (14) 

By changing the size of sliding window, adaptive filtering can be done and it would help reduce estimation errors. 

 

 

3.  Results and Discussions 

 

Performance Evaluation 

 

The 𝐴𝐻𝐼𝐹 is evaluated using MATLAB and Fuzzy logic toolbox. Performance of 𝐴𝐻𝐼𝐹 is compared with 

𝐻𝐼𝐹 for non-linear systems i.e. maneuvering targets. Mild maneuvering and evasive maneuvering target tracking 

cases are evaluated.  

 

3.1 Target tracking for maneuvering objects using 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹 

 

Two sets of maneuvering conditions are used to evaluate the performance: mild and evasive maneuvering target 

tracking. Data for simulation are generated using kinematic model defined in Eq. (3). In the experiments for 

maneuvering objects, sampling time 𝑇 = 1 𝑠𝑒𝑐.  is considered. Total number of scans 𝑘 considered for simulation 

is 25 . The state transition matrix 𝐹 and process noise gain matrix 𝐺 considered are: 

   

𝐹 =  [
1 𝑇 𝑇2 2⁄
0 1 𝑇
0 0 1

] 
 

(15) 

 

𝐺 = [𝑇2 2⁄ 𝑇 1]       (16) 
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Sensor measurements are obtained as per Eq. (4) with sensor dynamic matrix  𝐻 defined as 

 

𝐻 = [
1 0 0 0 0 0
0 0 0 1 0 0

]. (17) 

 

Process noise variance 𝑄 = 0.1 ;  it is assumed that 𝑄𝑥𝑥 = 𝑄𝑦𝑦 = 𝑄 and 𝑅𝑥𝑥 = 𝑅𝑦𝑦 = 𝑅 where measurement noise 

variance 𝑅 = 25. Initial state of the system:(𝑥, 𝑥,̇ 𝑥̈, 𝑦, 𝑦,̇ 𝑦̈) = (100, 30, 0, 100,20, 0). To simulate maneuvering 

targets additional acceleration of (𝑥𝑎𝑐 , 𝑦𝑎𝑐) is introduced at scan number 8 and acceleration of (−𝑥𝑎𝑐, −𝑦𝑎𝑐) at scan 

15. Data simulation for maneuvering targets is carried out with process noise vector 𝑤 (2 × 1); i.e. 𝑤(1), 𝑤(2) 
defined as 

 

𝑤(1) =  {

(𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑥𝑥) ∀ 𝑘 ∶ 𝑘 ≠ 8,15

(𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑥𝑥) + 𝑥𝑎𝑐 𝑘 = 8

(𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑥𝑥) − 𝑥𝑎𝑐 𝑘 = 15

} (18) 

 

𝑤(2) =  

{
  
 

  
 (𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑦𝑦) ∀ 𝑘 ∶ 𝑘 ≠ 8,15

(𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑦𝑦) + 𝑦𝑎𝑐 𝑘 = 8

(𝐺𝑎𝑢𝑠𝑠() × √𝑄𝑦𝑦) − 𝑦𝑎𝑐 𝑘 = 15
}
  
 

  
 

 (19) 

Initialization of fuzzy logic systems in 𝐴𝐻𝐼𝐹 is carried out using procedure mentioned in [7]. Mild maneuvering and 

evasive maneuvering targets are simulated by varying acceleration parameters 𝑥𝑎𝑐and 𝑦𝑎𝑐. 
 

3.2 Case 1 - Target tracking for mild maneuvering objects using 𝐻𝐼𝐹, 𝐹𝐾𝐹and 𝐴𝐻𝐼𝐹 

 

Acceleration magnitudes of 𝑥𝑎𝑐 = 6 𝑚 𝑠2⁄  and 𝑦𝑎𝑐 = −6 𝑚 𝑠2⁄  are introduced at scan 8. At scan 15 acceleration 

magnitudes of 𝑥𝑎𝑐 = −6 𝑚 𝑠2⁄ and 𝑦𝑎𝑐 = 6 𝑚 𝑠2⁄  are introduced to simulate mild maneuver. Uniform initial states 

close to true values are considered for 𝐻𝐼𝐹, 𝐹𝐾𝐹and 𝐴𝐻𝐼𝐹. For both filters initial state covariance matrices are 

assumed to be unity. The true and estimated positions obtained using  𝐴𝐻𝐼𝐹 are shown in Figure 2 considering 

window lengths: 3, 5 and 7. Estimation errors of position, velocity and accelerations are computed as: root sum 

square position error-𝑅𝑆𝑆𝑃𝐸, root sum square velocity error-𝑅𝑆𝑆𝑉𝐸 and root sum square acceleration error–

𝑅𝑆𝑆𝐴𝐸. For mild maneuvering target tracking 𝑅𝑆𝑆𝑃𝐸 results obtained from 𝐴𝐻𝐼𝐹 for different window length 3, 5 

and 7 are shown in Figure 3. 
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Figure 2 Case 1- Mild maneuvering tracking results for true positions and estimated positions using AHIF 

considering window length – 3, 5 and 7 

 

Figure 2 RSSPE comparison plots considering 𝐴𝐻𝐼𝐹 for mild maneuvering target tracking for window length 3, 5 

and 7 

Percentage Fit Error (𝑃𝐹𝐸) is computed as 

𝑃𝐹𝐸𝑎 =  100 × (
𝑛𝑜𝑟𝑚(𝑥̂𝑎 − 𝑥𝑇𝑟𝑢𝑒

𝑎 )

𝑛𝑜𝑟𝑚(𝑥𝑇𝑟𝑢𝑒
𝑎 )

), (20) 

  

 

Where variable 𝑎 is used to represent position axis 𝑋, 𝑌, 𝑍, 𝑥𝑇𝑟𝑢𝑒 represents True trajectories of objects, and 𝑥̂𝑎 is 

estimated trajectories of tracked objects obtained from 𝐹𝐾𝐹, 𝐻𝐼𝐹, 𝐴𝐻𝐼𝐹. Results are shown in Table 1 for different 

window lengths as 𝑊𝐿 = 3,5,7. Lowest 𝑃𝐹𝐸 is reported for  𝑋 position estimates in 𝐴𝐻𝐼𝐹 for 𝑊𝐿 − 3. Similarly, 

lowest 𝑃𝐹𝐸 is reported for  𝑌 position estimates in 𝐴𝐻𝐼𝐹 for 𝑊𝐿 − 3. Lower 𝑃𝐹𝐸 is observed in 𝐴𝐻𝐼𝐹 − 3  when 

compared to 𝐻𝐼𝐹 𝑎𝑛𝑑 𝐹𝐾𝐹 considering 𝑋, 𝑌 positions estimates proving better performance. 

 

Table 1 

𝑃𝐹𝐸 in 𝑋, 𝑌 position considering 𝐻𝐼𝐹, 𝐹𝐾𝐹 and 𝐴𝐻𝐼𝐹 for mild maneuvering 

 

Algorithm     PFEX (%) 𝑃𝐹𝐸𝑌(%) 
HIF 0.368054937 1.176292633 

FKF 0.299506842 0.78021731 

AHIF – 3  0.21335349 0.6432287 

AHIF – 5  0.213577993 0.662656686 

AHIF – 7  0.233267274 0.701457035 

 

 

3.3 Assertion of suitable sliding window length in 𝐴𝐻𝐼𝐹 

 

To estimate exact position we have tested our model considering different sliding window lengths as 𝑊𝐿 =
3, 5 𝑎𝑛𝑑 7. On introducing acceleration variables, tracking of maneuvering objects is better in case of 𝐴𝐻𝐼𝐹 for 

window length 3 when compared to 𝐴𝐻𝐼𝐹 for window length 5 and 7 concluded from table 1. The tracking 

estimation of maneuvering objects is more precise when sliding window length is minimum, since it adapts the 

estimation very quickly. The true positions and estimated positions obtained using 𝐻𝐼𝐹, 𝐹𝐾𝐹 and 𝐴𝐻𝐼𝐹 − 𝑏𝑒𝑠𝑡 for 

window length-3 are shown in Figure 4. Errors observed for position estimation are maximum during mild 

maneuvering phase of targets in 𝐻𝐼𝐹 and lowest in 𝐴𝐻𝐼𝐹 − 𝑏𝑒𝑠𝑡 for window length -3 as shown in Figure 5. 
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Figure 3. Case 1- Mild maneuvering tracking results for true positions and estimated positions using HIF , 
FKFand AHIF  

 

 

Figure 4. Case 1 - RSSPE comparison plots considering 𝐻𝐼𝐹, 𝐹𝐾𝐹and 𝐴𝐻𝐼𝐹 for mild maneuvering target tracking 

 

 

Performance comparison considering 𝐻𝐼𝐹, 𝐹𝐾𝐹and 𝐴𝐻𝐼𝐹 

 

Results obtained for 𝑃𝐹𝐸 measures considering 𝐹𝐾𝐹, 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹 − 𝐵𝑒𝑠𝑡 is shown in Table 2. 𝐴𝐻𝐼𝐹 − 𝐵𝑒𝑠𝑡 
Performance is more superior in comparison to 𝐹𝐾𝐹 and 𝐻𝐼𝐹 filters. 
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Table 2 

PFE in X, Y position considering HIF, FKF and AHIF for mild maneuvering 

 

Algorithm PFEX (%)  PFEY (%) 

𝐻𝐼𝐹 0.368054937 1.176292633 

FKF  0.299506842 0.78021731 

AHIF - Best 0.21335349 0.6432287 

 

𝐴𝐻𝐼𝐹 considering window length-3 can reduce errors 𝑅𝑆𝑆𝑃𝐸 for 𝑋-position by 42.03%  and 28.76% and for 𝑌-

position by 45.31% and 17.55 % for mild maneuvering target estimation against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. While 

𝐴𝐻𝐼𝐹 considering window length-5 can reduce errors 𝑅𝑆𝑆𝑃𝐸 for 𝑋-position by 41.97%  and 28.69% and for 𝑌-

position by 43.66% and 15.06% for mild maneuvering target estimation against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. 

Similarly, 𝐴𝐻𝐼𝐹 considering window length-7 can reduce errors 𝑅𝑆𝑆𝑃𝐸  for 𝑋-position by 36.62%  and 22.11% and 

for 𝑌-position by 40.36% and 10.09 % for mild maneuvering target estimation against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. 

Experimental results presented prove better maneuvering target tracking performance is exhibited by 𝐴𝐻𝐼𝐹 when 

compared to 𝐻𝐼𝐹 and 𝐹𝐾𝐹 filter. 

 

 

Case 2 - Target tracking for evasive maneuvering objects using 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹: 

 

To simulate evasive maneuvering targets 25 scans are considered. Large acceleration magnitudes at scan 8 

introduced are 𝑥𝑎𝑐 = 392 𝑚 𝑠2 ⁄ and 𝑦𝑎𝑐 = −392 𝑚 𝑠2⁄ . At scan 15, 𝑥𝑎𝑐 = −392 𝑚 𝑠2⁄  and 𝑦𝑎𝑐 = 392 𝑚 𝑠2⁄  is 

considered. Initial state covariance matrices for 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹 are assumed to be unity. The true and estimated 

positions of evasive maneuvering obtained using  𝐴𝐻𝐼𝐹 are shown in Figure 6 considering window length-3, 5 and 7. 

For evasive maneuvering target tracking 𝑅𝑆𝑆𝑃𝐸 results obtained considering  𝐴𝐻𝐼𝐹 for different window length 3, 5 

and 7 are shown in Figure 7. 

Results obtained for 𝑃𝐹𝐸 measures are shown in Table 3. Lowest 𝑃𝐹𝐸 is reported for  𝑋 and 𝑌 position estimates 

in 𝐴𝐻𝐼𝐹 considering 𝑊𝐿 = 3. Lower 𝑃𝐹𝐸  is observed in 𝐴𝐻𝐼𝐹 − 3 when compared to 𝐻𝐼𝐹 𝑎𝑛𝑑 𝐹𝐾𝐹 considering 

𝑋, 𝑌 positions estimates proving better performance. The experimental results demonstrates that 𝐴𝐻𝐼𝐹 estimates 

position precisely when window length considered as minimum. The accuracy of estimation a decreases as the 

window length increases. 

 

 

Figure 5. Case 2- Evasive maneuvering tracking results for true positions and estimated positions using 

AHIF considering window lengths -3, 5 and 7 
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Figure 6. Case 2 - RSSPE comparison plots considering 𝐴𝐻𝐼𝐹 for evasive maneuvering target tracking for  

WL-3, 5 and 7 

 

 

Table 3 

 𝑃𝐹𝐸 in 𝑋, 𝑌 position considering 𝐻𝐼𝐹, 𝐹𝐾𝐹 and 𝐴𝐻𝐼𝐹𝐹 for evasive maneuvering 

 

Algorithm PFEX (%)  PFEY (%) 

HIF 2.028645072 2.224569761 

FKF 0.564246727 0.61066931 

AHIF – 3  0.043088829 0.049574268 

AHIF – 5  0.05855819 0.064330919 

AHIF – 7  0.117524236 0.127203565 

 

 

Assertion of suitable sliding window length in 𝐴𝐻𝐼𝐹 

 

To estimate exact position we have tested our model considering different sliding window lengths as 𝑊𝐿 =
3, 5 𝑎𝑛𝑑 7. On introducing acceleration variables, tracking of maneuvering objects is better in case of 𝐴𝐻𝐼𝐹 for 

window length 3 when compared to 𝐴𝐻𝐼𝐹 for window length 5 and 7 concluded from table 3. The true and estimated 

positions−𝑏𝑒𝑠𝑡 for window length-3 are shown in Figure 8. Errors observed for position estimation are maximum 

during mild maneuvering phase of targets in 𝐻𝐼𝐹 and lowest in 𝐴𝐻𝐼𝐹 − 𝑏𝑒𝑠𝑡 for window length -3 as shown in 

figure 9. 
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Figure 7 Case 2 Evasive maneuvering tracking results for true positions and estimated positions using  

𝐻𝐼𝐹, 𝐹𝐾𝐹 and 𝐴𝐻𝐼𝐹 considering Best window lengths -3 

 

 

Figure 8 Case 2 - RSSPE comparison plots considering HIF, FKF and AHIFfor evasive maneuvering  

target tracking for best WL-3 

 

Performance comparison considering 𝐻𝐼𝐹, 𝐹𝐾𝐹and 𝐴𝐻𝐼𝐹 

 

Results obtained for 𝑃𝐹𝐸 measures considering 𝐹𝐾𝐹, 𝐻𝐼𝐹 and 𝐴𝐻𝐼𝐹 − 𝐵𝑒𝑠𝑡 is shown in Table 4. 𝐴𝐻𝐼𝐹 − 𝐵𝑒𝑠𝑡 
Performance is more superior in comparison to 𝐹𝐾𝐹 and 𝐻𝐼𝐹 filters. 

 

Table 4 

 𝑃𝐹𝐸 in 𝑋, 𝑌 position considering 𝐻𝐼𝐹, 𝐹𝐾𝐹 and 𝐴𝐻𝐼𝐹𝐹 for evasive maneuvering 

 

Algorithm 𝑃𝐹𝐸𝑋(%) 𝑃𝐹𝐸𝑌(%) 
𝐻𝐼𝐹 2.028645072 2.224569761 

𝐹𝐾𝐹 0.564246727 0.61066931 

𝐴𝐻𝐼𝐹 − 𝐵𝑒𝑠𝑡 0.043088829 0.049574268 
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Estimation error of target position increase when evasive maneuvering is initiated during scan 8 or at 8 seconds of 

simulation time. Overall lower evasive maneuver target estimation errors for the position are reported in 

𝐴𝐻𝐼𝐹  compared to 𝐻𝐼𝐹 𝑎𝑛𝑑 𝐹𝐾𝐹.  𝐴𝐻𝐼𝐹 considering window length-3 can reduce errors 𝑅𝑆𝑆𝑃𝐸 for 𝑋-position by 

97.87% and 92.36% and for 𝑌-position by 97.77% and 91.88%  for evasive maneuvering target estimation 

against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. While 𝐴𝐻𝐼𝐹 considering sliding window length-5 can reduce errors 𝑅𝑆𝑆𝑃𝐸 for 

𝑋-position by 97.11%  and 97.10% and for 𝑌-position by 89.62% and 89.46% for evasive maneuvering target 

estimation against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. Similarly, 𝐴𝐻𝐼𝐹 considering window length-7 can reduce errors 

𝑅𝑆𝑆𝑃𝐸 for 𝑋-position by 94.20%  and 94.28% and for 𝑌-position by 79.17% and 79.16 % for evasive maneuvering 

target estimation against 𝐻𝐼𝐹 and 𝐹𝐾𝐹 respectively. Experimental results presented prove better evasive 

maneuvering target tracking performance is exhibited by 𝐴𝐻𝐼𝐹 when compared to 𝐻𝐼𝐹 and 𝐹𝐾𝐹 filter. 

 

 

4.  Conclusion 

 

In the studied application of AHIF, the size of sliding window is varied to estimate target location precisely in 

adaptive filtering and it also used to eliminate local estimation errors at filter level. An additional adaptive filtering is 

considered in HIF to minimize estimation errors and ill-effects of outliers at fusion level. The PFE comparisons for 

different window lengths are presented to verify the robustness of the model for target tracking performance. The 

results presented to prove that AHIF exhibits better performance than  AKF and HIF. Hence, to estimate the exact 

position and location of target AHIF can be very effective method for MSDF based non-linear tracking. 
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